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Abstract. A programming language with subtyping can be translated
into a language without subtyping by inserting conversion functions. Pre-
vious studies of this interpretation showed only the extensional correct-
ness of the translation. We study runtime behavior of translated pro-
grams and show that this translation preserves execution time and stack
space within a factor determined by the types in a program. Both the
proofs on execution time and stack space are based on the method of log-
ical relations where relations are extended with the factor of slowdown
or increase of stack space.

1 Introduction

A programming language with subtyping can be translated into a language with-
out subtyping by inserting conversion functions. Previous studies of this interpre-
tation showed only the extensional correctness of the translation [3, 13]. In this
paper, we study runtime behavior of the conversion interpretation of subtyping
in call-by-value evaluation. We show that this translation preserves execution
time and stack space within a factor determined by the types in a program, if
subtyping relation is a partial order.

The translation of conversion interpretation changes the runtime behavior of
programs in several respects. It inserts conversion functions and may increase
the total number of closures allocated during execution. It translates tail-calls
into non-tail-calls and, therefore, it may increase stack space usage. Although
the translation causes these changes of runtime behavior, execution time and
stack space usage are preserved asymptotically. This contrasts with type-directed
unboxing of Leroy where both time and space complexity are not preserved [11].

Type systems with subtyping can be used to express information obtained by
various program analyses such as control flow analyses [7]. One strategy of utiliz-
ing types obtained by program analysis is to adopt conversion interpretation of
the subtyping. For example, it is possible to choose an optimized representation
of values based on types and to insert conversion functions as type-directed un-
boxing of polymorphic languages [8]. In order to adopt this compilation method



we need to show that the conversion interpretation is safe with respect to per-
formance. The results in this paper ensure safety with respect to execution time
and stack space.

Both the safety proofs on execution time and stack space are based on the
method of logical relations. The method of logical relations has been used for
correctness proofs of many type-directed program transformations [8, 14, 12] and
was extended to prove time safety of unboxing by Minamide and Garrigue [11].
One motivation of this work is to show that the method of logical relations can be
extended to prove safety with respect to stack space. The structure of the proof
we obtained for stack space is almost the same as that for the execution time.
This is because the operational semantics profiling stack space can be formalized
in the same manner as the semantics profiling execution time. We believe this is
the first proof concerning stack space based on the method of logical relations.

We believe that the conversion interpretation is also safe with respect to
heap space. However, it seems that it is difficult to extend the method of logical
relations for heap space. We would like to study safety with respect to heap
space in future work.

This paper is organized as follows. We start with a review of conversion inter-
pretation and runtime behavior of translated programs. In Section 3 we define
the language we will use in the rest of the paper and formally introduce con-
version interpretation. We prove that conversion interpretation preserves stack
space and execution time in Section 4 and Section 5. Finally we review related
work and presents the conclusions.

2 Review of Conversion Interpretation

We review conversion interpretation of subtyping and intuitively explain that the
interpretation preserves stack space and execution time if the subtyping relation
is a partial order. Since the subtyping relation is transitive and reflexive, the
subtyping relation is a partial order if it contains no equivalent types.

The conversion interpretation is a translation from a language with subtyping
into a simply typed language without subtyping. The idea is to insert a conver-
sion function (or coercion) where the subsumption rule is used. If the following
subsumption rule is used in the typing derivation,

Γ � M : τ τ ≤ σ

Γ � M : σ

the conversion function coerceτ≤σ of type τ → σ is inserted and we obtain the
following term.

coerceτ≤σ(M)

Coercion coerceτ≤σ is inductively defined on structure of types. If there are two
base types bigint and int for integers where int is a subtype of bigint, we need to



have a coercion primitive int2bigint of type int → bigint. A conversion function
on function types is constructed as follows.

λf.λx.coerceτ2≤σ2(f(coerceσ1≤τ1(x)))

This is a coercion from τ1 → τ2 to σ1 → σ2.
We show that this interpretation of subtyping is safe with respect to execution

time and stack space if the subtyping relation is a partial order. Intuitively, this
holds because only a finite number of coercions can be applied to any value. If
a subtyping relation is not a partial order, i.e., there exist two types τ and σ
such that τ ≤ σ and σ ≤ τ , we can easily construct counter examples for both
execution time and stack space. A counter example for execution time is the
following translation of term M of type τ ,

coerceσ≤τ (coerceτ≤σ(. . . (coerceσ≤τ (coerceτ≤σ(M)))))

where τ ≤ σ and σ ≤ τ . The execution time to evaluate the coercions in the
translation depends on the number of the coercions and cannot be bounded by a
constant. It may be possible to avoid this silly translation, but it will be difficult
to avoid this problem in general if we have equivalent types.

The conversion interpretation translates tail-call applications into non-tail-
call applications. Let us consider the following translation of application x y.

coerceτ≤σ(x y)

Even if x y is originally at a tail-call position, after translation it is not at a
tail-call position. Therefore, it is not straightforward to show the conversion
interpretation preserves stack space asymptotically. In fact, if we have equivalent
types, we can demonstrate a counter example. Let us consider the following
program where types A and B are equivalent.

fun f (0, x : A) = x (* f: int * A -> A *)
| f (n, x : A) = g (n-1, x)

and g (n, x : A) = f (n, x) : B (* g: int * A -> B *)

We have a type annotation f (n, x) : B in the body of g and thus g has type
A -> B. This program contains only tail-calls, and thus requires only constant
stack space. By inserting conversion functions we obtain the following program:

fun f (0, x : A) = x
| f (n, x : A) = B2A (g (n-1, x))

and g (n, x : A) = A2B (f (n, x))

where A2B and B2A are coercions between A and B. For this program, evaluation
of f n requires stack space proportional to n since both the applications of f
and g are not tail-calls.

In order to preserve time and stack space complexity, it is essential that
the subtyping relation is a partial order. This ensures that there is no infinite
subtyping chain of types if we consider only structural subtyping. Thus only a
finite number of conversions can be applied to any value if the subtyping relation
is a partial order.



3 Language and Conversion Interpretation

In this section we introduce a call-by-value functional language with subtyping
and its conversion interpretation. We consider a call-by-value functional language
with the following syntax.

V ::= x | i | i | λx.M | fixn x.λy.M
M ::= V | M M | let x = M in M

There are two families of integers: i and i are integer values of types bigint
and int respectively. The language includes bounded recursive functions where
fixn x.λy.M is expanded at most n times [4]. Any closed program with usual
recursive functions can be simulated by bounded recursive functions.

For this language we consider a simple type system extended with subtyping.
The types of the language are defined as follows.

τ ::= bigint | int | τ → τ

We consider two base types bigint and int where int is a subtype of bigint. A
metavariable σ is also used to denote a type. The subtyping relation τ1 ≤ τ2 is
given by the following three rules.

τ ≤ τ int ≤ bigint

σ1 ≤ τ1 τ2 ≤ σ2

τ1 → τ2 ≤ σ1 → σ2

The rule for transitivity is not included here because it can be derived from the
other rules for this subtyping relation. We write τ < σ if τ ≤ σ and τ �≡ σ. It
is clear that the subtyping relation is a partial order. The typing judgment has
the following form:

Γ � M :τ

where Γ is a type assignment of the form x1:τ1, . . . , xn:τn. The rules of the type
system are defined as follows.

Γ � i:bigint Γ � i:int

x:τ ∈ Γ

Γ � x:τ
Γ � M1:τ1 → τ2 Γ � M2:τ1

Γ � M1M2:τ2

Γ, x:τ1 � M :τ2

Γ � λx.M :τ1 → τ2

Γ � M :σ σ ≤ τ

Γ � M :τ

Γ, y:τ1 → τ2, x:τ1 � M :τ2

Γ � fixn y.λx.M :τ1 → τ2

Γ � M1:τ1 Γ, x:τ1 � M2:τ
Γ � let x = M1 in M2:τ

Note that let-expressions do not introduce polymorphic types. They are used
to simplify definition of coercions.



We consider a standard natural semantics for this language. A judgment has
the following form: M ⇓ V . The rules are given as follows.

V ⇓ V

M1 ⇓ V1 M2[V1/x] ⇓ V

let x = M1 in M2 ⇓ V

M1 ⇓ λx.M M2 ⇓ V2 M [V2/x] ⇓ V

M1M2 ⇓ V

M1 ⇓ fixk+1 y.λx.M M2 ⇓ V2 M [fixk y.λx.M/y][V2/x] ⇓ V

M1M2 ⇓ V

When the recursive function fixk+1y.λx.M is applied, the bound of the recursive
function is decremented.

To formalize the conversion interpretation we need to introduce a target
language without subtyping that includes a coercion primitive. We consider the
following target language. The only extension is the coercion primitive int2bigint
from int into bigint.

W ::= x | i | i | λx.N | fixn x.λy.N

N ::= W | N N | let x = N in N | int2bigint(N)

The operational semantics and type system of the language are almost the same
as those of the source language. The rule of subsumption is excluded from the
type system. The typing rule and evaluation of coercion are defined as follows.

N ⇓ i

int2bigint(N) ⇓ i

Γ � N :int

Γ � int2bigint(N):bigint

The conversion interpretation is defined inductively on structure of the typing
derivation of a program: the translation C[[Γ � M :τ ]] below gives a term of the
target language.

C[[Γ � x:τ ]] = x

C[[Γ � λx.M :τ1 → τ2]] = λx.C[[Γ, x:τ1 � M :τ2]]

C[[Γ � fixn y.λx.M :τ1 → τ2]] = fixn y.λx.C[[Γ, y:τ1 → τ2, x:τ1 � M :τ2]]

C[[Γ � M1M2:τ2]] = C[[Γ � M1:τ1 → τ2]]C[[Γ � M2:τ1]]

C[[Γ � M :τ ]] = coerceσ≤τ (C[[Γ � M :σ]])

C[[Γ � let x = M1 in M2:τ2]] = let x = C[[Γ � M1:τ1]] in C[[Γ � M2:τ2]]



The coercion used in the translation is defined inductively on structure of deriva-
tion of subtyping as follows 1.

coerceτ≤τ (M) = M

coerceint≤bigint(M) = int2bigint(M)

coerceτ1→τ2≤σ1→σ2 (M) = let x = M in λy.coerceτ2≤σ2(x(coerceσ1≤τ1 (y)))

Note that coerceτ≤τ (M) must be not only extensionally equivalent to M , but
also intensionally equivalent to M . If we adopt (λx.x)M for coerceτ≤τ (M), we
have the same problem when we have equivalent types, and thus execution time
and stack space are not preserved.

We define two measures, 	τ
 and �τ�, of types as follows.

	int
 = 0 �int� = 1
	bigint
 = 1 �bigint� = 0

	τ1 → τ2
 = �τ1�+ 	τ2
 �τ1 → τ2� = 	τ1
 + �τ2�
It is clear that σ < τ implies 	σ
 < 	τ
 and �σ� > �τ�. Since 	τ
 and �τ� are
non-negative integers, we also obtain the following properties.

τn < . . . < τ1 < τ0 ⇒ 	τn
 < . . . < 	τ1
 < 	τ0
 ⇒ n ≤ 	τ0

τ0 < τ1 < . . . < τn ⇒ �τ0� > �τ1� > . . . > �τn� ⇒ n ≤ �τ0�

From the property we can estimate the maximum number of conversions applied
a value of τ0. In the following program, we know that n ≤ �τ0� by the property.

coerceτn−1≤τn(. . . (coerceτ0≤τ1(V ))

Intuitively, this is the property that ensures that conversion interpretation pre-
serves execution time and stack within a factor determined by types in a pro-
gram.

4 Preservation of Stack Space

We show that coercion interpretation of subtyping preserves stack space within a
factor determined by types occurring in a program. Strictly speaking, the factor
is determined by the types occurring in the typing derivation used in translation
of a program. We prove this property by the method of logical relations.

First we extend the operational semantics to profile stack space usage. The
extended judgment has the form M ⇓n V where n models the size of stack space
required to evaluate M to V . The following are the extended rules.

V ⇓1 V

M1 ⇓m V1 M2[V1/x] ⇓n V

let x = M1 in M2 ⇓max(m+1,n) V

1 We assume that τ1 → τ2 ≤ τ1 → τ2 is not derived from τ1 ≤ τ1 and τ2 ≤ τ2, but
from the axiom.



M1 ⇓l λx.M M2 ⇓m V2 M [V2/x] ⇓n V

M1M2 ⇓max(l+1,m+1,n) V

M1 ⇓l fixk+1 y.λx.M M2 ⇓m V2 M [fixk y.λx.M/y][V2/x] ⇓n V

M1M2 ⇓max(l+1,m+1,n) V

This semantics is considered to model evaluation by an interpreter: M ⇓n V
means that a standard interpreter requires n stack frames to evaluate M to V .
In the rule of application, evaluation of M1 and M2 are considered as non-tail-
calls and evaluation of the body of the function is considered as a tail-call. This
is the reason that the number of stack frames used to evaluate the application
is max(l + 1, m + 1, n).

This semantics and the correspondence to a semantics modeling evaluation
after compilation is discussed in [10]: the ratio to the stack space used by com-
piled executable code is bounded by the size of a program.

By the rule for values, a value V is evaluated to itself with 1 stack frame.
Instead, you can choose V ⇓0 V as the rule for values. This choice does not
matter much because the difference caused by the choice is always only 1 stack
frame. We have chosen our rule to simplify our proofs.

We write e ⇓n if e ⇓n v for some v and e ⇓≤n if e ⇓m for some m ≤ n.
The main result of this section is that the conversion interpretation preserves

stack space within a factor determined by the sizes of types appearing in a
program.

Theorem 1. Let C[[∅ � M :τ ]] = N and let C be an integer such that C > 	σ
+3
for all σ appearing in the derivation of ∅ � M :τ . If M ⇓n V then N ⇓≤Cn W
for some W .

Let us consider the following translation where the type of λx.1 is obtained
by subsumption for int → int ≤ int → bigint.

C[[(λx.1)2]] = (let y = λx.1 in λz.int2bigint(y z))2

The source program is evaluated with 2 stack frames.

(λx.1)2 ⇓2 1

On the other hand, the translation is evaluated with 4 stack frames.

λx.1 ⇓1 λx.1
V ⇓1 V 2 ⇓1 2

(λx.1) 2 ⇓2 1
int2bigint((λx.1) 2) ⇓3 1

(λz.int2bigint((λx.1) z)) 2 ⇓3 1
(let y = λx.1 in λz.int2bigint(y z))2 ⇓3 1

where V ≡ λz.int2bigint((λx.1) z). In this case, the factor of increase is 3/2.
We prove the main theorem by the method of logical relations. Before defining

the logical relations we define the auxiliary relation V1V2 ↓n V defined as follows.

M [V2/x] ⇓n V

(λx.M)V2 ↓n V

M [V2/x][fixk y.λx.M/y] ⇓n V

(fixk+1 y.λx.M)V2 ↓n V



By using this relation we can combine the two rules for the evaluation of the
application into the following rule.

M1 ⇓l V1 M2 ⇓m V2 V1V2 ↓n V

M1M2 ⇓max(l+1,m+1,n) V

This reformulation simplifies the definition of the logical relations and our proof.
We define logical relations V ≈C

τ W indexed by a type τ and a positive integer
C as follows.

i ≈C
int i

V ≈C
bigint i V = i or V = i

V ≈C
τ1→τ2

W

{
for all V1 ≈C

τ1
W1, if V V1 ↓n+1 V2

then WW1 ↓≤Cn+�τ2�+3 W2 and V2 ≈C
τ2

W2

We implicitly assume that V and W have type τ for V ≈C
τ W . The parameter C

corresponds to the factor of increase of stack space usage. Note that the increase
of stack space usage depends on only the range type τ2 of a function type τ1 → τ2.
This is explained by checking the following translation of a function f of type
τ1 → τ2

2.

coerceτ1→τ2≤σ1→σ2 (f) ≡ λy.coerceτ2≤σ2 (f coerceσ1≤τ1 (y))

In this translation, only the coercion coerceτ2≤σ2 causes increase of stack space
usage.

We first show that a conversion from τ to σ behaves well with respect to the
logical relations.

Lemma 1. If τ < σ and V ≈C
τ W then coerceτ≤σ(W ) ⇓2 W ′ and V ≈C

σ W ′ for
some W ′.

Proof. By induction on derivation of τ < σ.

Case: int ≤ bigint. By the definition of V ≈C
int W , both V and W must be i for

some i. Since coerceint≤bigint(i) = int2bigint(i), we have int2bigint(i) ⇓2 i and
i ≈C

bigint i.
Case: τ ≡ τ1 → τ2 and σ ≡ σ1 → σ2 where σ1 ≤ τ1 and τ2 ≤ σ2. There are two

subcases: τ2 < σ2 and τ2 ≡ σ2. We show the former case here. The proof the
latter case is similar.

coerceτ≤σ(W ) ⇓2 λy.coerceτ2≤σ2 (W (coerceσ1≤τ1 (y)))

Let V0 ≈C
σ1

W0 and V V0 ↓m+1 V2. By induction hypothesis,

coerceσ1≤τ1(W0) ⇓≤2 W1

and V0 ≈C
τ1

W1 for some W1. By definition of the logical relations

WW1 ↓≤Cm+�τ2�+3 W3

2 Strictly speaking, it is let x = f in λy.coerceτ2≤σ2(x coerceσ1≤τ1 (y)).



and V2 ≈C
τ2

W3 for some W3. Then we obtain the following evaluation.

W ⇓1 W coerceσ1≤τ1(W0) ⇓≤2 W1 WW1 ↓≤Cm+�τ2�+3 W3

W (coerceσ1≤τ1(W0)) ⇓≤max(2,3,Cm+�τ2�+3) W3

where max(2, 3, Cm + 	τ2
+ 3) = Cm + 	τ2
 + 3.
By induction hypothesis,

coerceτ2≤σ2(W3) ⇓2 W2

and V2 ≈C
σ2

W2 for some W2. Then

coerceτ2≤σ2 (W (coerceσ1≤τ1(W0))) ⇓≤Cm+�τ2�+4 W2

where Cm + 	τ2
 + 4 ≤ Cm + 	σ2
 + 3
��

The next lemma indicates that we can choose a constant C such that the
evaluation of a source program and its translation are related by C. For ρ and ρ′

two environments with the same domain, ρ ≈C
Γ ρ′ means that they are pointwise

related. The main theorem is obtained by restricting this lemma to Γ = ∅ and
taking C such that C > 	σ
 + 3 for all σ appearing in the typing derivation.

Lemma 2. Let C be an integer such that C > 	σ
 for all σ appearing in the
derivation of Γ � M :τ . Let C[[Γ � M :τ ]] = N and ρ ≈C

Γ ρ′.
If ρ(M) ⇓n+1 V then ρ′(N) ⇓≤Cn+�τ�+3 W and V ≈C

τ W for some W .

Proof. By lexicographic induction on derivation of Γ � M :τ and the sum of
bounds of recursive functions in M .

Case: Γ � M :σ is derived from Γ � M :τ and τ ≤ σ. We assume τ < σ. The
case of τ ≡ σ is trivial. By definition, N must be coerceτ≤σ(N0) for some
N0 and C[[Γ � M : τ ]] = N0. By induction hypothesis,

ρ′(N0) ⇓≤Cn+�τ�+3 W0

and V ≈C
τ W0 for some W0. By Lemma 1,

ρ′(coerceτ≤σ(N0)) ⇓≤Cn+�τ�+3+1 W

and V ≈C
σ W for some W . The proof of this case completes since Cn+	τ
+

3 + 1 ≤ Cn + 	σ
 + 3.
Case: Γ � M1M2:τ2 is derived from Γ � M1:τ1 → τ2 and Γ � M2:τ1. By the

definition of the translation N ≡ N1N2 for some N1 and N2.
ρ(M1M2) ⇓k+1 V is derived from ρ(M1) ⇓l V1 and ρ(M2) ⇓m V2 and V1V2 ↓n

V where l ≤ k, m ≤ k and n ≤ k + 1. By induction hypothesis for M1,

ρ′(N1) ⇓C(l−1)+�τ1→τ2�+3 W1



and V1 ≈C
τ1→τ2

W1 for some W1. Then we have ρ′(N1) ⇓≤Cl+2 W1 because
	τ1 → τ2
+ 1 ≤ C. By induction hypothesis for M2,

ρ′(N2) ⇓C(m−1)+�τ1�+3 W2

and V2 ≈C
τ1

W2 for some W2. Then we also have ρ′(N2) ⇓≤Cm+2 W2 because
	τ1
 + 1 ≤ C. By definition of the logical relations

W1W2 ↓≤C(n−1)+�τ2�+3 W

and V ≈C
τ2

W for some W . We have the following inequality.

max(Cl + 2 + 1, Cm + 2 + 1, C(n− 1) + 	τ2
 + 3) ≤ Ck + 	τ2
 + 3

Hence,
ρ′(N1N2) ⇓≤Ck+�τ2�+3 W

Case: Γ � fixa+1 y.λx.M :τ1 → τ2 is derived from Γ, y:τ1 → τ2, x:τ1 � M :τ2.
By definition, C[[Γ, y:τ1 → τ2, x:τ1 � M :τ1]] = N for some N .
We have the following evaluation.

ρ(fixa+1 y.λx.M) ⇓1 ρ(fixa+1 y.λx.M)

ρ′(fixa+1 y.λx.N) ⇓1 ρ′(fixa+1 y.λx.N)

Let V ≈C
τ1

W and ρ(M)[V/x][ρ(fixa y.λx.M)/y] ⇓n+1 V ′.
By induction hypothesis,

ρ(fixa y.λx.M) ≈C
τ1→τ2

ρ′(fixa y.λx.N)

Let ρ0 = ρ[V/x][ρ(fixa y.λx.M)/y] and ρ′0 = ρ′[W/x][ρ′(fixa y.λx.N)/y].
We have ρ0 ≈C

Γ,y:τ1→τ2,x:τ1
ρ′0. By induction hypothesis,

ρ′0(N) ⇓Cn+�τ2�+3 W ′

and V ′ ≈C
τ2

W ′. Hence, ρ(fixa+1 y.λx.M) ≈C
τ1→τ2

ρ′(fixa+1 y.λx.N).
��

5 Preservation of Execution Time

We introduce the operational semantics profiling execution time and outline
the proof that the coercion interpretation of subtyping is also safe with respect
to execution time. The operational semantics for execution time is a simple
extension of the standard semantics as that for stack space. As the previous
section, we first extend judgment of operational semantics to the following form:

M ⇓n V



where n represents execution time to evaluate M to V . For the rule of application
we use an auxiliary relation: V1V2 ↓n V as before. The rules are given as follows.

V ⇓1 V

M1 ⇓m V1 M2[V1/x] ⇓n V

let x = M1 in M2 ⇓m+n+1 V

M1 ⇓l V1 M2 ⇓m V2 V1V2 ↓n V

M1M2 ⇓l+m+n+1 V

M [V2/x] ⇓n V

(λx.M)V2 ↓n V

M [V2/x][fixk y.λx.M/y] ⇓n V

(fixk+1 y.λx.M)V2 ↓n V

All the rules are a straightforward extension of the standard rules.
Then it is shown that the conversion interpretation preserves execution time

within a factor determined by the types appearing in a program.

Theorem 2. Let C[[∅ � M : τ ]] = N and let C be an integer such that C > 7	σ

for all σ appearing in the derivation of ∅ � M : τ . If M ⇓n V then N ⇓≤Cn W
for some W .

The factor of slowdown 7	σ
 is bigger than the factor of increase of stack space
	σ
. To prove this theorem, w use the method of logical relations which are
indexed by a slowdown factor as well as a type. The relations V ≈C

τ W are
defined as follows.

i ≈C
int i

V ≈C
bigint i V = i or V = i

V ≈C
τ1→τ2

W

{
for all V1 ≈C

τ1
W1, if V V1 ↓n+1 V2

then WW1 ↓Cn+7�τ1→τ2�+1 W2 and V2 ≈C
τ2

W2

The important difference from the relations for stack space is that slowdown of
the applications depends on the domain type τ1 as well as the range type τ2 of
a function type τ1 → τ2.

With this definition, the main theorem is proved in the same manner as the
proof for stack space. It is shown that a conversion function behaves well with
respect to the logical relations as before. Then the generalization of the main
theorem is proved by induction on the derivation of the conversion interpretation
of a program.

6 Conclusions and Related Work

We have shown that conversion interpretation of subtyping preserves execution
time and stack space within a factor determined by the types in a program if
the subtyping relation is a partial order. Type-directed unboxing of Leroy is
a translation similar to conversion interpretation of subtyping, but it does not
preserve execution time and stack space. This is because conversions of equivalent
types appear in type-directed unboxing.



We have considered only a very simple type system which does not include
product types and recursive types. We believe the results in this paper can be
easily extended for product types. However, our results cannot be extended for
recursive types. If we consider recursive types, cost of one application of coercion
cannot be bounded by a constant as Leroy discussed in his work on type-directed
unboxing for polymorphic languages [8]. Thus the conversion interpretation does
not preserve execution time nor stack space usage in the presence of subtyping
on recursive types.

We have shown that the conversion interpretation is safe with respect to time
and stack space by the method of logical relations. We believe the conversion
interpretation is also safe with respect to heap space, but it will be difficult to
adopt the same method for heap space. We have no idea how to formalize logical
relations for heap space because the semantics profiling heap space is much more
complicated than those for time and stack space.

In the rest of this section I review other proof methods to show safety of
program transformations with respect to performance.

David Sands studied time safety of transformations for call-by-name lan-
guages [16, 15]. In his study he extended applicative bisimulation and its con-
text lemma to account execution time. Applicative bisimulation with the context
lemma greatly simplifies safety proofs of many program transformations. As with
the method of logical relations, it will be difficult to extend this method if we
consider heap space or various extensions of languages.

Another approach is to analyze states of evaluation more directly, where
proofs are often based on induction on length of evaluation. Blelloch and Greiner
showed that an implementation of NESL based on an abstract machine preserves
execution time and space within a constant factor based on this approach [2]. Mi-
namide showed that the CPS transformation preserves space within a constant
factor [9]. Gustavsson and Sands developed a theory of a space improvement re-
lation for a call-by-need programming language [5, 6]. They clarified their proofs
by considering evaluation of programs with holes based on a context calculus [17].
Bakewell and Runciman proposed an operational model for lazy functional pro-
gramming languages based on graph rewriting [1]. As a proof method for the
model they considered an extension of bisimulation.
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